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clinical manifestations. Such data could easily undergo some 
structuring with the use of semi-structured medical records 
focusing on a few symptoms. 

Keywords: artificial intelligence, structured data, natural language proces-
sing, semi-structured medical reports.

Identificación de los datos más importantes para 
el desarrollo de inteligencia artificial en el campo 
de las enfermedades infecciosas

Objetivos. Los datos clínicos sobre los que se entrenan y 
prueban los algoritmos de inteligencia artificial (IA) proporcio-
nan la base para mejorar el diagnóstico o el tratamiento de las 
enfermedades infecciosas (EI). Nuestro objetivo es identificar 
datos importantes para la investigación de las enfermedades 
infecciosas con el fin de priorizar los esfuerzos realizados en los 
programas de IA.

Material y métodos. Se buscaron 1.000 artículos de re-
vistas de EI de alto impacto en PubMed, seleccionando 288 de 
los últimos artículos en 10 revistas de primer nivel. Los clasifi-
camos en datos estructurados o no estructurados. Las variables 
se homogeneizaron y agruparon en las siguientes categorías: 
epidemiología, ingreso, demografía, comorbilidades, manifes-
taciones clínicas, laboratorio, microbiología, otros diagnósticos, 
tratamiento, desenlace y otras variables no categorizables.

Resultados. Se recogieron 4.488 variables individuales, pro-
cedentes de 288 artículos. 3670 (81,8%) variables se clasificaron 
como datos estructurados, mientras que 818 (18,2%) como da-
tos no estructurados. De los datos estructurados, 2.319 (63,2%) 
variables se clasificaron como directas -recuperables a partir de 
historias clínicas electrónicas-, mientras que 1.351 (36,8%) fueron 
indirectas. Los datos no estructurados más frecuentes estaban re-
lacionados con las manifestaciones clínicas y se repetían en todos 
los artículos. Los datos sobre demografía, comorbilidades y micro-
biología constituyeron el grupo más frecuente de variables.
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ABSTRACT

Objectives.  Clinical data on which artificial intelligence 
(AI) algorithms are trained and tested provide the basis to im-
prove diagnosis or treatment of infectious diseases (ID). We 
aimed to identify important data for ID research to prioritise 
efforts being undertaken in AI programmes.

Material and methods. We searched for 1,000 articles 
from high-impact ID journals on PubMed, selecting 288 of the 
latest articles from 10 top journals. We classified them into 
structured or unstructured data. Variables were homogenised 
and grouped into the following categories: epidemiology, ad-
mission, demographics, comorbidities, clinical manifestations, 
laboratory, microbiology, other diagnoses, treatment, out-
comes and other non-categorizable variables. 

Results. 4,488 individual variables were collected, from 
the 288 articles. 3,670 (81.8%) variables were classified as 
structured data whilst 818 (18.2%) as unstructured data. From 
the structured data, 2,319 (63.2%) variables were classified 
as direct—retrievable from electronic health records—whilst 
1,351 (36.8%) were indirect. The most frequent unstructured 
data were related to clinical manifestations and were repeated 
across articles. Data on demographics, comorbidities and mi-
crobiology constituted the most frequent group of variables.

Conclusions. This article identified that structured vari-
ables have comprised the most important data in research to 
generate knowledge in the field of ID. Extracting these data 
should be a priority when a medical centre intends to start 
an AI programme for ID. We also documented that the most 
important unstructured data in this field are those related to 
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We used the Web of Science Database with the next strat-
egy search for each journal: SO= (“JOURNAL X”) Refined by: 
RESEARCH AREAS: (INFECTIOUS DISEASES) AND DOCUMENT 
TYPES: (ARTICLE OR CLINICAL TRIAL) Timespan: 2018-2019. 
Databases: MEDLINE Search language=Auto. The search was 
conducted on 19/05/2019. 

Inclusion criteria. Articles included for variable recollec-
tion had to fulfil the following inclusion criteria: 1) related to 
ID area in humans and 2) original studies with either clinical 
trials, observational/case-control design, or propensity score 
analysis, which presented clinical or epidemiological outcomes. 
A consensus team (AT, AL, FS, IG, CL and CGV) made decisions 
regarding the inclusion of certain articles when discrepan-
cies arose. Exclusion criteria included non-related ID articles, 
animal studies, basic or microbiologic research, case reports, 
reviews, guidelines, letters or other types of non-original ed-
itorial research.

Variables and definitions. Variables from each article 
were introduced into a new database manually. Dichotomic, 
ordinal, discrete and continuous variables were considered as 
one variable, whilst nominal variables as one different variable 
for each instance. Variables were classified into either struc-
tured or unstructured data depending on whether the varia-
ble-in-question was retrievable in a structured table from our 
EHR. Additionally, when we could obtain data directly from 
our EHR, such structured data was classified as direct. In cases 
when an algorithm was needed, structured data was classified 
as indirect.

Lastly, variables were homogenised according to the na-
ture of the variable. Therefore, homogenized variables were 
defined as variables that share the same data, but they are 
expressed differently in the articles. For example, here is a se-
ries of variables re-grouped within a category: age ≥65, age 
of children, age at delivery, age at diagnosis, etc, all of them 
were homogenized within the variable age. Finally, variable 
groups were rearranged according to the healthcare workflow 
within ID processes. The healthcare workflow was defined as 
the usual workflow used in the care of patients in the clinical 
field. It were defined by consensus eleven different healthcare 
workflow categories: epidemiology (e.g., incidence, prevalence, 
mortality, etc.), admission (e.g., admission unit, length of stay, 
etc.), demographics (e.g., age, sex, etc.), comorbidities, clini-
cal manifestations, laboratory (e.g., blood test, serology, etc.), 
microbiology (e.g., isolated microorganism, antibiotic suscep-
tibility, etc.) other diagnoses (e.g., pathology, images, electro-
cardiogram, etc.), treatment (e.g., antibiotics, antibiotic dura-
tion, etc.), outcomes (e.g., survival, cure rate, etc.) and other 
non-categorizable variables. 

Statistical analysis. The qualitative variables were de-
scribed as absolute and relative frequencies. The analysis was 
performed using SPSS version 24.0 software.

Ethics. No ethics approval was necessary due to the na-
ture of our study. 

Conclusiones. Este artículo identificó que las variables es-
tructuradas han constituido los datos más importantes en la 
investigación para generar conocimiento en el campo de la EI. 
La extracción de estos datos debería ser una prioridad cuando 
un centro médico pretende iniciar un programa de IA para la 
EI. También hemos documentado que los datos no estructura-
dos más importantes en este campo son los relacionados con 
las manifestaciones clínicas. Estos datos podrían estructurarse 
fácilmente con el uso de historias clínicas semiestructuradas 
centradas en unos pocos síntomas.

Palabras clave: inteligencia artificial, datos estructurados, procesamiento 
del lenguaje natural, informes médicos semiestructurados.

INTRODUCTION

Artificial intelligence (AI) and personalised clinical care 
will be a forthcoming revolution in medicine [1–4]. The key 
to making this event possible is having high-quality data that 
can feed AI algorithms to achieve personalised diagnoses and 
help treat diseases. In the area of healthcare, an exponen-
tial amount of data is generated as each second passes and 
the potential for its use becomes greater [5]. However, there 
is little information on what data are integral to developing 
medical research. This point is of vital importance for several 
reasons: 1) to focus initial efforts on building AI programmes 
in Medicine with highly significant data; 2) to choose the best 
data extraction strategies for electronic health records (EHRs); 
and 3) to analyse the difficulties involved in assessing data 
quality. After analysing thousands of articles from the most 
important journals in our area of expertise—infectious diseases 
(ID)—our aim was to explore what kind of data are relevant for 
ID research to prioritise our retrieving EHR data model, estab-
lish the best systematic collection of such information, and de-
termine the order of importance when developing semi-struc-
tured EHR systems.

MATERIAL AND METHODS

We perform a transversal and descriptive study to identify 
the most relevant data used in 10 different journals. 

Screening. We screened 1,000 articles (a hundred of 
which were the latest in published articles across 10 different, 
high-impact journals specialised in either infectious diseases, 
tropical medicine, general medicine or multidisciplinary with 
articles published in the field of infectious diseases). High-im-
pact journal was defined as a journal with the highest Jour-
nal Impact Factor. The Journal Impact Factor is a metric that 
quantifies the average number of citations received per article 
published in a specific journal within a designated period. The 
journals screened were The Lancet, The Lancet Infectious Dis-
eases, The New England Journal of Medicine, Journal of the 
American Medical Association, Clinical Infectious Diseases, 
Clinical Microbiology and Infection, Emerging Infectious Dis-
eases, The Journal of Infectious Diseases, PLOS Neglected Trop-
ical Diseases and PLOS One. 
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observational studies, 14 (5%) case-control studies, 10 (3%) pro-
pensity score analysis and 5 (2%) other studies.

The most frequent data in the whole database. A to-
tal of 4,488 individual variables were collected from the 288 
articles. Of these, 3,670 (81.8%) variables were classified as 
structured data and 818 (18.2%) as unstructured data. From 
the structured data, 2,319 (63.2%) variables were classified 
as direct, whilst the other 1,351 (36.8%) variables as indirect. 
Supplementary Table 2 describes all data collected, as well as 
homogenised variables (HV) and grouped variables per medical 
workflow details. 

Homogenised variables. After homogenising the 4,488 
variables, we obtained a total of 1,412 HV. When each of 
these HV were considered as one independent variable, 1,390 
(98.4%) were structured data and 22 (1.6%) unstructured data. 
The twenty most frequent HV comprises 32.2% of all HV. Table 
2 shows these twenty most frequent HV and their structured 
or unstructured data classification status. 

Medical workflow categories. A rearrangement of the 
individual variables according to the medical workflow was 
conducted, and a total of 11 medical workflow categories 
(MWC) were created. These MWC were also classified into 
structured and unstructured data. From these MWC, demo-
graphics, comorbidity and microbiology were the most fre-
quent variables. Table 3 shows the most common MWC and 
describes the frequency of each MWC as structured or un-
structured data. 

RESULTS

Screening. Of the 1,000 articles screened, 288 (28.8%) ar-
ticles were selected for the study per criteria. From these articles, 
we collected 4,489 variables from our database (Figure 1) for final 
analysis. Table 1 shows those articles included, whilst Supplemen-
tary Table 1 provides specifications about each one included. From 
the 288 included articles, 110 (38%) were clinical trials, 149 (52%) 

Figure 1	 �Workflow and processing of variables. 

Articles screened 
n=1000

Articles included 
n=288 (28.8%)

Structured IV 
n=3670 (81.8%)

Structured HV 
n=1390 (98.4%)

Unstructured IV 
n=818 (18.2%)

Unstructured HV 
n=22 (1.6%)

Individual variables 
n=4488

Medical workfllow categories 
n=11

Homogenized variables 
n=1412

Journal n (%)

Clinical Infectious Diseases 38 (38)

Clinical Microbiology and Infection 26 (26)

Emerging Infectious Diseases 23 (23)

Journal of the American Medical Association 18 (18)

Journal of Infectious Diseases 41 (41)

The Lancet 25 (25)

The Lancet Infectious Diseases 38 (38)

The New England Journal of Medicine 42 (42)

PLOS Neglected Tropical Diseases 19 (19)

PLOS One 18 (18)

Table 1	� Articles included from each journal.
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ver, finding objective criteria to check data quality is more 
feasible.

Lastly, our study provides new information on the most 
important unstructured variables used in advancing the field of 
ID. Currently, the only way to collect these variables is through 
natural language processing (NLP). NLP is complex and have 
significant shortcomings in medicine [7]. An objective analysis 
of this information arises due to the subjective perception of 
some clinical manifestations by patients; physicians’ varying 
ways of writing clinical courses and discharge reports, includ-
ing multiple acronyms and/or different languages; and the un-
predictable and ambiguous nature of medical records. There-
fore, the role of NLP has become extremely limited. However, 
our study has determined that many unstructured variables 
used in the ID research are related to clinical manifestations. 
This finding may help create a semi-structured clinical course 
for physicians. 

Our study has some limitations. We performed the study 
in a single hospital, which has an EHR system based on SAP. 
Other hospitals with other EHR programmes may have struc-
tured data unavailable to us or, inversely, have data as un-
structured that would otherwise be structured in our case. 

DISCUSSION

To our knowledge, this is the first study to detail which 
variables were the most important in the best recently pub-
lished medical research to improve the management, diagno-
sis, treatment and/or outcomes of patients with ID. 

These insights are essential when considering different 
objectives within the field of ID. Firstly, developing an AI pro-
gramme is expensive and much of the cost may come from 
data collection [6]. Identifying which variables have contrib-
uted to generating the most current knowledge on the most 
important research topics in the field can help prioritise data 
extraction. It can also result in conceiving optimal strategies 
for retrieving such data from EHR.

Secondly, our study has identified that the most im-
portant variables in developing ID research are those that 
are structured. In fact, they represent more than 81% of 
the variables used in the articles reviewed. This information 
is of vital importance, because it facilitates the initial steps 
when creating and implementing AI programmes in hos-
pitals. Obtaining structured data is less costly in terms of 
time and money than retrieving unstructured data. Moreo-

Ranking Grouped variable Structured data in our EHR Frequency

n (%)

1 Clinical manifestations No 325 (7.2)

2 Age Yes 251 (5.6)

3 Gender Yes 212 (4.7)

4 Race No 90 (2.0)

5 Economic or work demographics No 54 (1.2)

6 Other (non-homogenising variables) No 47 (1.0)

7 Antimicrobial susceptibility Yes 46 (1.0)

8 Body mass index Yes 46 (1.0)

9 Housing characteristic demographics No 45 (1.0)

10 Sexual behaviour demographics No 44 (1.0)

11 Diabetes Yes 40 (0.9)

12 Other comorbidities Yes 37 (0.8)

13 CD4 count Yes 36 (0.8)

14 Education demographics No 28 (0.6)

15 Region Yes 28 (0.6)

16 White blood cell count Yes 28 (0.6)

17 Creatinine Yes 26 (0.6)

18 Microorganisms Yes 25 (0.6)

19 Country Yes 24 (0.5)

20 Diagnosis Yes 24 (0.5)

Table 2	� The twenty most frequent homogenised grouped variables
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Medical workflow categories 
Total variables = 4,488

Structured data in our EHR 
n (%)

Unstructured data in our EHR 
n (%)

Epidemiology 203 (4.5) 185 (4.1)

Admission 84 (1.9) 0

Demographics 664 (14.8) 251 (5.6)

Comorbidities 547 (12.2) 9 (0.2)

Clinical manifestations 195 (4.3) 325 (7.2)

Laboratory 317 (7.1) 0

Microbiology 513 (11.4) 13 (0.3)

Other diagnosis 477 (10.6) 11 (0.2)

Treatment 487 (10.9) 2 (0)

Outcomes 180 (4) 21 (0.5)

Other 1 (0) 3 (0.1)

Table 3	� Frequency of medical workflow categories and 
classification status as structured and unstructured data.

Furthermore, our study focuses on what data are necessary to 
generate knowledge in the field of ID. Determining how to en-
sure that these high-quality data are retrievable should be the 
subject of future research.

To conclude, our study identified the most important 
variables that have been used in research to build knowledge 
in the field of ID. As methodologic approaches for obtaining 
unstructured data improves, healthcare programmes aimed 
at implementing AI in ID can work on extracting high-quali-
ty structured data. With these data, computer scientists and 
clinicians could strengthen a powerful base by which to de-
velop potentially useful artificial intelligence algorithms in 
current medical practice. We also documented that the most 
significant unstructured data in ID are related to clinical man-
ifestations and could be easily structured with the use of 
semi-structured medical records focusing on a few symptoms. 
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